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Expected Problems For 
Service Providers and 
Enterprises 
 
Number of devices 
exceeds address pool 
 
NAT 
 
CGN 
 
DS-Lite 
 
Internet performance 
degradation 
 



1994 - 2010 Now 2020 

Internet of Things 
Devices 

0.5B 
(2003 – Forrester) 20B 50B – M2M 

200B - IoT 

Protocols Appletalk, X.25, 
IPX/SPX, IPv4 IPv4 – IPv6 IPv6 Only 

Name Resolution Host files, DNS DNS / DNSSEC DNSSEC 

Services Location On Premise 
Servers Edge -> Core Cloud 

Demarcation NAT Grey Area 
Transition 

End to End 
Reachability 

Security Firewall/NAT At Risk IPv6 Integrated 
Security 

Many speak about IPv6 but really we 
mean technology evolution 



How do we manage all this stuff today? 

•  IPAM: Spreadsheets, memorization, DB+web, open 
source tools, home grown tools, get-next 

•  DNS: Bind, vi/vim, Microsoft, Apple, External provider 
•  DNSSEC 

–  Managing keys manually or with open source tools 
–  Tracking key rolls 
–  Integration with RIR and/or domain registry (DS upload) 
–  Do I have authenticated data validation? 

•  DHCP: Conf files, helper addresses, distributed pools 
•  Assets: Salesforce? Microsoft? Shared Spredsheet? 
•  Provisioning: Policy, scripts? 
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Why is this a challenge now? 

•  Time is money 
•  Critical not make human errors in provisioning process 
•  Fast, Accurate provisioning means booking revenue faster 
•  Math is hard, let’s go shopping 

–  32 bits 2^32 = ~4 billion 
–  128 bits 2^128 = ~340 undecillion   
–  Hex vs. decimal 
–  Memorable vs. challenging 
–  SLAAC vs. DHCP 
–  4 octets vs. 8 biglets 
–  8 bit dec (0 – 255), 16 bit dec (0 – 65536) 

•  Even a simple table is scary 



IPv6 table with nibbles 
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IPv6 with nibbles cont. 
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Early adoption is painful at times 

•  Every person in this room can empathize with getting 
support from a vendor at your implementation speed 

•  Consulting related to Edge to Core, Dual Stacking, 
DNSSEC, Application Cataloging, High Availability, 
Virtualization, etc. 

•  MANY gaps identified 
–  Data Center as a unit doesn’t exist yet 
–  Design, Implementation, Operations tools way behind 
–  This presentation focus on provisioning 

8	
  



Identifying the gap 

•  The search results 
–  There are very few provisioning systems 

•  There are a lot of DDI systems (not the same) 
–  Almost none that support IPv6 or DNSSEC 
–  None integrated with RIR RESTFul APIs (ARIN/RIPE) 
–  None of them supported templatization 
–  Open source tools are all behind (Ipplan and the like) 
–  None took a holistic approach 
–  None managed discovery 
–  They were all slow 
–  Most proprietary 
–  None of them were really thinking about scale or speed 
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The choices 

•  Beat potential vendors into solving the problem 

 
•  Write my own 
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The choices 

•  Beat potential vendors into solving the problem 

 
•  Write my own 
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Goals 

•  Good planning for the long term 
•  Follows my business logic not forced into tools logic 
•  Planner/designer/policy maker can create complex policy 
•  Easy for Operator / Resource Requestor / IP Analyst / IT 
•  No real need to understand subnetting 

–  RIR/Region/Purpose/Size 
–  DNSSEC 
–  Templatized “New Cable Customer” / “New Campus” / “New PoP” 

•  Forced to stay within policy 
•  Easy reporting on utilization / run-out  
•  Integration to RIR (or LIR) 
•  Views / Management up and down 



A little more on provisioning problems… 

•  Before we get into the solution, let’s define the problem 
in a bit more details 
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Planning has changed 

•  Historical 80% utilization -> justification -> dip back in the 
pool did not allow for long term planning 

–  Add new tie down 
–  Utilize 
–  Rinse Repeat 

•  Planning for 10-20 years is far harder than 2 years 
•  Reactive vs. Proactive 



Planning: Using bits for purpose (example) 



Another example 

!



Interesting example matching IPv4 
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•  Is this a good or a bad thing and why? 



Other scary things… 
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Typical ifconfig going forward (now) 
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DNS is essential 

•  No longer memorable 
•  Multi-stack 
•  MDNS link local access 
•  How do we deal with temp addresses? Dynamic DNS? 
•  This process really needs to be automated 

–  PTRs are no longer 1 octect 
–  E.g. 2001:db8:2101::451c:52d7:129a:767b 
–  b.7.6.7.a.9.2.1.7.d.2.5.c.1.5.4.0.0.0.0.1.0.1.2.8.b.d.0.1.0.0.2.ip6.arpa 
–  Zone: 1.0.1.2.8.b.d.0.1.0.0.2.ip6.arpa 
–  b.7.6.7.a.9.2.1.7.d.2.5.c.1.5.4.0.0.0.0 IN PTR somehost.foo.com. 



Debugging is going to get complicated 

•  Need ability to search for any element and return all 
relevant data quickly 

–  IPv4 
–  IPv6 
–  Hostname 
–  Asset name 
–  VLAN 
–  Temporary Addresses 
–  MAC Address 
–  Asset ID / Tag 
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Numbering plans have changed 

•  These are no longer guidelines but strict policy 
•  2 Years -> 10-20 years 
•  Tie downs -> Regions permanent and should be 1 
•  Large nibble bound reservations for purpose 
•  Many Allocation & Assignment Methodologies 

–  Get next 
–  Reservations 
–  Stagger 
–  Sparse (RFC and $myversion) 
–  Human Readable (decimal) 



Planning and rolling up 

•  Define _your_ end-site / resource requestor / smallest  
•  End-Site Definition 

–  The quantity of end sites belonging to a network represents the 
allocated objects used for the initial network prefix sizing 
justification.  Each end site is assigned a unique End-Site ID 
prefix from a Network-ID prefix allocation.  An end site is defined 
as an end-user (subscriber) edge network domain that:  

–  Receives transit service from a network under separate 
administration 

–  Does not provide transit service to other end sites 
–  Requires multiple subnets (/64). 



Calculating size 



Calculate your tie-down 

•  Add add add add multiply and round up to nibble 
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Write a detailed plan and enforce it 

•  Find a provisioning platform which will allow you to 
enforce your IPAM IPv4, IPv6 policies along side of DNS, 
DHCP, Assets and templatize your process. 

•  Modify your own provisioning system 

•  Write your own 
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Discovery? 

•  In an IPv4 world this means ICMP packets and SNMP 
for a few hundred possible hosts per subnet 

•  In an IPv6 world this means 
18,446,744,073,709,551,616 quintillion (1 /64) hosts per 
subnet. Scanning time would be impossible so this 
means using real NM on routers and switches. 



DHCP pool management 

•  Now v4 and v6 
•  Could be mix of SLAAC and v4 DHCP short term 
•  Long term don’t plan on v4 nameservers 
•  DHCP-PD use will increase as vendor support does 
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Conclusions 

•  Management tools are no longer spreadsheets 
•  Provisioning has changed dramatically and is no longer 

easy to roll your own. 
•  Planning has changed and is for a much longer term and 

can be templatized and automated. 
•  Policy becomes much more important as Resource 

Requestors become more automated / critical 
•  All Provisioning systems must support IPv6 and 

DNSSEC, Device growth, automation, reporting, easy 
search. 
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Quick example 

•  IPv6 subnetting example.. 
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Questions? 

•  Aaron Hughes 
–  President & CTO, 6connect 
–  aaron@6connect.com 
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